
1 Appendix for “What do Economic Education Scholars Study? Insights from Machine 

Learning” 

Topic Model 

In this section, we use a topic model developed in the computer science literature to estimate the 

number of latent topics across a dataset of economic education scholarly papers. Specifically, we 

use the Latent Dirichlet Allocation topic model presented in the seminal paper by Blei, Ng, and 

Jordan (2003). The LDA model is the most commonly used unsupervised probabilistic machine 

learning method for a document corpus. The LDA model assumes that each document is a 

collection of latent topic groups. These topic groups are assumed to share a common Dirichlet 

prior. The topics themselves are assumed to be represented by a probability distribution of words. 

The probability distribution of the words within a topic are also assumed to follow a Dirichlet 

prior. 

Given a document corpus 𝐷 with 𝐼 documents, where each document 𝑖 has 𝑁𝑖 words, the LDA 

models 𝐷 as a mixture of 𝑇 topics where there are a total of number of terms 𝑉 = ∑ 𝑁𝑖
𝐼
𝑖=1 . Let 

each topic 𝑡 ∈ 1, . . . , 𝑇 be generated by 

𝜙𝑡 ∼ 𝐷𝑖𝑟(𝛽), 

where 𝜙𝑡 is of length 𝑉 and each document 𝑖 ∈ 1, . . . , 𝐼 be generated by 

𝜃𝑖 ∼ 𝐷𝑖𝑟(𝛼). 

where 𝜃𝑖 is of length 𝑇 for each document. Next, we select topic 

𝑧𝑖𝑛|𝜃𝑖 ∼ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜃𝑖), 



where 𝑧𝑖𝑛 is the topic for the n-th word in document 𝑖. Finally, each word 𝑤𝑖𝑛 is selected such that 

𝑤𝑖𝑛|𝑧𝑖𝑛 ∼ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜙𝑧𝑖𝑛
), 

𝑛 ∈ 1, . . . , 𝑁𝑖 is an index for all the words in document 𝑖. The hyperparameters 𝛼 and 𝛽 affect the 

documents distributions over topics and the topics distribution over words, respectively. 

The LDA models is constructed as two mixtures. First, for a given topic there is a probability 

distribution of words. The parameter 𝜙𝑡 contains the mixture weights across all words. Second, 

for a given document there is a probability distribution of topics. The parameter 𝜃𝑖 contains the 

mixture weights across all topics. 

The probability of observing the data contain in document corpus 𝐷 is given by the likelihood 

function 

𝑝(𝐷|𝛼, 𝛽) = ∏ ∫𝑝(𝜃𝑖|𝛼)
𝐼
𝑖=1 ∑ 𝑝(𝑧𝑖𝑛|𝜃𝑖)𝑝(𝑤𝑖𝑛|𝑧𝑖𝑛, 𝜙)𝑝(𝜙|𝛽)𝑑𝜃𝑖

𝑁𝑖
𝑛=1   

The model parameters are estimated by selecting 𝛼 and 𝛽 to maximize the likelihood function. 

There are a few challenges to estimate the parameters of the likelihood function. First, integration 

of the mixture model can be computationally intensive. To account for this complication, we adopt 

the Gibbs Sampling method developed by Phan, Nguyen, and Horiguchi (2008). Second, the 

number of topics is fixed within the estimation routine. Several methods exists to choose the 

appropriate number of topics. These methods include running the LDA model over several values 

of 𝑇 and the selecting the value that maximizes the Log-Likelihood function. Other variants use a 

penalty function for increasing number of topics and select the optimal number of topics using an 

Akaike information criterion (AIC) or Bayesian information criterion (BIC) measure. We follow 

Cao et al. (2009), which adaptively selects the best LDA model as determined by the density 



function of topics. We estimate the LDA model for 𝑇 ∈ 10, . . . ,30 and map the density values in 

figure below.i Using this method, we find 15 topics is the optimal value.ii As a robustness check, 

we repeat the estimation randomly choosing different seed values for the Gibbs Sampler. We find 

the optimal number of topics varies between 12 and 18 using the Cao et al. (2009) density measure 

(see Figure 1).  

Words are ranked within topic by probability of association with the topic. In Figure 2, we 

illustrate the relative weight each word has on the topic assignment. We utilize words 

found in the top ten per topic to construct the thematic names whenever possible. For 

example, Topic 10 is labelled Macro Policy because the two words with the highest 

probability of being associated with this latent topic is macro and policy. 

Figure 1: Density Value by Number of Topics 

 

Note: The optimal number of topics is 15 since it provides us with the lowest density score. 

Figure 2: The 15 topics and top 5 word probabilities 



  



 

 
i The Gibbs Sampler Estimator of the LDA model can be sensitive to the initial seed value. For this 
reason, we use 200 different seed values to obtain a better estimate of the Cao et. al. (2009) density 
function. 
ii We use to R packages to estimate the LDA model. First, we find the optimal number of topics using the 
ldatuneing package, which contains the Cao et al. (2009) topic density metric (see more at 
http://rpubs.com/siri/ldatuning). Second, we use the R package topicmodeling to estimate the LDA model. 
https://cran.r-project.org/web/packages/topicmodels/topicmodels.pdf 

http://rpubs.com/siri/ldatuning
https://cran.r-project.org/web/packages/topicmodels/topicmodels.pdf

